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Fig. 3A 3608
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Obtain evaluations of annotations applied by

the automated content classification engine 362
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applied by the automated content
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Cull the annotations applied by the
automated content classification engine
based on the evaluations when the number of
content sets equals the identified sample size
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Receive one or more content set(s)
annotated by an automated content

classification engine
361
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the automated content classification engine
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Identify as non-validated annotation
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applied by the automated content
classification engine but neither verified nor
changed based on the evaluations

Cull the annotations applied by the
automated content classification engine by
discarding non-validated annotation classes
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Fig. 3C
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QUALITY CONTROL SYSTEMS AND
METHODS FOR ANNOTATED CONTENT

BACKGROUND

[0001] Due to its popularity as a content medium, ever
more video is being produced and made available to users.
As a result, the efficiency with which video content can be
annotated and managed has become increasingly important
to the producers of that video content. For example, anno-
tation of video is an important part of the production process
for television (TV) programming and movies.

[0002] Annotation of video has traditionally been per-
formed manually by human annotators or taggers. However,
in a typical video production environment, there may be
such a large number of videos to be annotated that manual
tagging becomes impracticable. In response, automated
solutions for annotating content are being developed. While
offering efficiency advantages over traditional manual tag-
ging, automated systems are more prone to error than human
taggers. Consequently, there is a need in the art for an
automated solution for performing quality control (QC) of
the tags applied to content by automated content annotation
systems.

SUMMARY

[0003] There are provided quality control (QC) systems
for annotated content and QC methods for use by those
systems, substantially as shown in and/or described in
connection with at least one of the figures, and as set forth
more completely in the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] FIG. 1 shows a diagram of an exemplary quality
control (QC) system for annotated content, according to one
implementation;

[0005] FIG. 2 shows an annotated content database includ-
ing annotations applied by an automated content annotation
system, according to one implementation;

[0006] FIG. 3A shows a flowchart presenting an exem-
plary method for use by a system for performing QC of
annotated content, according to one implementation;
[0007] FIG. 3B shows a flowchart presenting an exem-
plary method for use by a system for performing QC of
annotated content, according to another implementation;
[0008] FIG. 3C shows a flowchart presenting an exem-
plary method for use by a system for performing QC of
annotated content, according to yet another implementation;
and

[0009] FIG. 4 shows a diagram depicting a culling process
for annotation classes based on their determined maturity,
according to one implementation.

DETAILED DESCRIPTION

[0010] The following description contains specific infor-
mation pertaining to implementations in the present disclo-
sure. One skilled in the art will recognize that the present
disclosure may be implemented in a manner different from
that specifically discussed herein. The drawings in the
present application and their accompanying detailed
description are directed to merely exemplary implementa-
tions. Unless noted otherwise, like or corresponding ele-
ments among the figures may be indicated by like or
corresponding reference numerals. Moreover, the drawings
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and illustrations in the present application are generally not
to scale, and are not intended to correspond to actual relative
dimensions.

[0011] The present application discloses systems and
methods for automating quality control (QC) of annotated
content that overcome the drawbacks and deficiencies in the
conventional art. It is noted that, as used in the present
application, the terms “automation,” “automated”, and
“automating” refer to systems and processes that do not
require human intervention. Although, in some implemen-
tations, a human system administrator may review or even
modify QC determinations for culling annotations made by
the QC systems described herein, that human involvement is
optional. Thus, the QC and culling of content annotations
described in the present application may be performed under
the control of hardware processing components executing
them.

[0012] FIG. 1 shows a diagram of an exemplary QC
system for annotated content, according to one implemen-
tation. QC system 100 for annotated content (hereinafter
“QC system 100”) includes computing platform 102 having
hardware processor 104, and system memory 106 imple-
mented as a non-transitory storage device. According to the
exemplary implementation shown in FIG. 1, system
memory 106 stores annotation culling software code 110 and
annotated content database 140.

[0013] As shown in FIG. 1, QC system 100 may be
implemented in a use environment including automated
content classification engine 134 and user system 130 com-
municatively coupled to QC system via communication
network 108 and network communication links 118. As
further shown in FIG. 1, automated content classification
engine 134 provides multiple content sets 124a and 1245
that have been annotated by automated content classification
engine 134, while human annotator 120 utilizes user system
130 to provide evaluations 136 of the annotations applied to
content set 124a and/or content set 1245 by automated
content classification engine 134. It is noted that content sets
124a and 1245 may include sets of annotated or “tagged”
audio visual content, such as video content. For example,
content sets 124a and 1245 may include episodes of a video
content series, movie content, music video content, video
game content, or advertising content. It is noted that the tags
applied as annotations to content sets 124a and 1245 may be
applied to specific timecode locations, to segments of con-
tent having start and end times, to individual frames of
video, or to a region or regions within a frame of video. Also
shown in FIG. 1 are optional additional human annotators
122 providing evaluations 136 of the annotations applied to
content set 124a and/or content set 1245 by automated
content classification engine 134.

[0014] Automated content classification engine 134 may
comprise code for a machine learning model. As known in
the art, a “machine learning model” may refer to a math-
ematical model for making future predictions based on
patterns learned from samples of data or “training data.”
Various “learning algorithms™ can be used to map correla-
tions between input data and output data (e.g., classifica-
tions). These correlations form the mathematical model that
can be used to make future predictions on new input data.
Exemplary implementations of automated content classifi-
cation engine 134 and its operation are disclosed by U.S.
Pat. No. 10,057,677, titled “Video Asset Classification”, and
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issued on Aug. 21, 2018, which is hereby incorporated fully
by reference into the present application.

[0015] By way of example, automated content classifica-
tion engine 134 may be configured to use sparse annotation
data, for example annotation data that is not frame precise,
to create content set 124q, for instance, using unsupervised
learning techniques. Once content set 124a has been created
using the unsupervised data augmentation technique per-
formed by automated content classification engine 134, the
annotated content can be reviewed and evaluated by anno-
tators, such as human annotator 120 and/or additional
human annotators 122.

[0016] The process of automated content annotation and
human evaluation can proceed in a virtuous circle with
automated content classification engine 134 learning which
of'its applied annotations were mislabeled or are incomplete.
The information provided by evaluations 136 can be used by
the machine learning model of automated content classifi-
cation engine 134 to improve the accuracy of the annotations
applied to content set 124a, as well as to improve the
performance of automated content classification engine 134
when annotating content set 1245. Exemplary implementa-
tions of such machine learning model improvement solu-
tions are provided in U.S. patent application Ser. No. 15/661,
084, ftitled “Semiautomatic Machine Learning Model
Improvement and Benchmarking”, and filed on Jul. 27,
2017, which is hereby incorporated fully by reference into
the present application.

[0017] The present application discloses a new solution
for performing QC analysis and culling of the annotations
applied to content sets 124a and 1245 by automated content
classification engine 134, based on evaluations 136 per-
formed by annotators, such as human annotator 120 and/or
additional human annotators 122. In some implementations
of QC system 100, hardware processor 104 of computing
platform 102 executes annotation culling software code 110
to cull the annotations applied to content sets 124a and 1245
by discarding non-validated classes of annotations applied
by automated content classification engine 134 but neither
verified nor changed based on evaluations 136.

[0018] According to some implementations, as described
in greater detail below, hardware processor 104 executes
annotation culling software code 110 to cull the annotations
applied to content sets 124a and 1245 by determining a
maturity index for each class of annotations based on
evaluations 136, and retaining annotations belonging to
classes having respective maturity indexes exceeding a
predeteunined threshold. In those implementations, for each
class of annotations determined to be immature, hardware
processor 104 may further execute annotation culling soft-
ware code 110 to segregate the annotations into first and
second groups (e.g., shown as first group 452a and second
group 45256 in FIG. 4), and identify the percentage of the
annotations in each group that are one of verified or changed
based on evaluations 136. When the percentage of annota-
tions that are either verified or changed based on evaluations
136 in either group exceeds a predetermined threshold
percentage, the other group in the immature class may be
discarded as part of the culling process.

[0019] The QC process performed by QC system 100 may
be performed after several, i.e., an integer number, “N,”
iterations of the virtuous circle of 1) automated annotation of
content set 124a and/or 124b performed by automated
content classification engine 134, 2) evaluations 136 of the
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annotations applied to content set 124a and/or content set
1245, performed by annotators, such as human annotator
120 and/or additional human annotators 122, and 3) machine
learning model improvement and benchmarking based on
evaluations 136. The integer value of N sets the substantially
optimal or desirable sample size, “S,” for performance of the
QC process by QC system 100.

[0020] In some implementations, hardware processor 104
of computing platform 102 may be configured to execute
annotation content culling software code 110 to determine
the QC sample size, S, of content sets 124a and 1245 based
in part on the content features described by the annotations
applied by automated content classification engine 134. For
example, the QC sample size, S, of content sets 1244 and
1245 may depend on whether the content features are faces,
animated characters, objects, locations, or activities recog-
nized by automated content classification engine 134. In
other implementations, the QC sample size, S, of content
sets 124a and 1245 may be predetermined.

[0021] With respect to the representation of QC system
100 shown in FIG. 1, it is noted that although content
annotation culling software code 110 and annotated content
database 140 are depicted as being stored in system memory
106 for conceptual clarity, more generally, system memory
106 may take the form of any computer-readable non-
transitory storage medium. The expression “computer-read-
able non-transitory storage medium,” as used in the present
application, refers to any medium, excluding a carrier wave
or other transitory signal that provides instructions to a
hardware processor of a computing platform, such as hard-
ware processor 104 of computing platform 102. Thus, a
computer-readable non-transitory medium may correspond
to various types of media, such as volatile media and
non-volatile media, for example. Volatile media may include
dynamic memory, such as dynamic random access memory
(dynamic RAM), while non-volatile memory may include
optical, magnetic, or electrostatic storage devices. Common
forms of computer-readable non-transitory media include,
for example, optical discs, RAM, programmable read-only
memory (PROM), erasable PROM (EPROM), and FLLASH
memory.

[0022] It is further noted that although FIG. 1 depicts
annotation culling software code 110 and annotated content
database 140 as being mutually co-located in system
memory 106, that representation is also merely provided as
an aid to conceptual clarity. More generally, QC system 100
may include one or more computing platforms, such as
computer servers for example, which may be co-located, or
may form an interactively linked but distributed system,
such as a cloud based system, for instance. As a result,
hardware processor 104 and system memory 106 may
correspond to distributed processor and memory resources
within QC system 100. Thus, it is to be understood that
annotation culling software code 110 and annotated content
database 140 may be stored remotely from one another
within the distributed memory resources of QC system 100.

[0023] Thus, computing platform 102 may correspond to
one or more web servers, accessible over a packet-switched
network such as the Internet, for example. Alternatively,
computing platform 102 may correspond to one or more
computer servers supporting a wide area network (WAN), a
local area network (LLAN), or included in another type of
private or limited distribution network.
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[0024] It is also noted that although user system 130 is
shown as a desktop computer in FIG. 1, that representation
is provided merely as an example as well. More generally,
user system 130 may be any suitable mobile or stationary
computing device or system that includes display 132 and
implements data processing capabilities sufficient to imple-
ment the functionality ascribed to user system 130 herein.
For example, in other implementations, user system 130
may take the form of a laptop computer, tablet computer, or
smartphone, for example. Moreover, display 132 of user
system 130 may be implemented as a liquid crystal display
(LCD), a light-emitting diode (LED) display, an organic
light-emitting diode (OLED) display, or any other suitable
display screen that performs a physical transformation of
signals to light.

[0025] FIG. 2 shows annotated content database 240
including annotations applied by automated content classi-
fication engine 134, in FIG. 1, according to one implemen-
tation. As shown in FIG. 2, annotated content database 240
includes various types of annotations including rejected
annotations 241, unverified annotations 242, changed anno-
tations 244, and verified annotations 246. In addition, anno-
tated content database 240 includes non-validated annota-
tion classes 247, mature annotation classes 248, and
immature annotation classes 250. It is noted that, as used in
the present application, “annotation class™ refers to all tags
or annotations applied to the same content feature, such as
aparticular character, e.g., Character A or Character B. Thus,
an annotation class of tags applied to Character A, for
example, may include some of one or more of rejected
annotations 241, unverified annotations 242, changed anno-
tations 244, and verified annotations 250.

[0026] Rejected annotations 241 are annotations originally
applied to content set 124a and/or content set 1245 by
automated content classification engine 134 and identified as
wrongly applied based on evaluations 136 performed by
annotators, such as human annotator 120 and/or additional
human annotators 122. Unverified annotations 242 are anno-
tations originally applied to content set 1244 and/or content
set 1245 by automated content classification engine 134 and
neither verified nor changed by human annotator 120 and/or
additional human annotators 122 performing evaluations
136. By contrast, verified annotations 246 are annotations
originally applied to content set 124a and/or content set
1245 by automated content classification engine 134 and
confirmed as accurate by human annotator 120 and/or addi-
tional human annotators 122 performing evaluations 136.
[0027] Changed annotations 244 are annotations origi-
nally applied to content set 124a and/or content set 1245 by
automated content classification engine 134 that have been
modified and/or supplemented, e.g., an additional tag or tags
have been added, by human annotator 120 and/or additional
human annotators 122 performing evaluations 136. In other
words, when human annotator 120 and/or additional human
annotators 122 performing evaluations 136 determines that
an annotation originally applied to content set 124a and/or
content set 1245 by automated content classification engine
134 is incorrect, human annotator 120 and/or additional
human annotators 122 can choose to simply reject the
annotation (rejected annotations 241) or to change and/or
supplement the annotation (changed annotations 244).
[0028] As a specific example of rejected versus changed
annotations, where an annotation applied by automated
content classification engine 134 to a character appearing in
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a frame of video misidentifies the character, evaluation 136
performed by human annotator 120 and/or additional human
annotators 122 may change the annotation to correct the
identification of the character. However, where an annota-
tion applied by automated content classification engine 134
detects the presence of a character in a frame of video in
which no character is present, evaluation 136 performed by
human annotator 120 and/or additional human annotators
122 may reject that annotation.

[0029] Non-validated annotation classes 247 are classes of
annotations applied by automated content classification
engine 134 that have neither been verified nor changed
based on evaluations 136 performed by human annotator
120 and/or additional human annotators 122. In other words,
non-validated annotation classes 247 include only rejected
annotations 241 and unverified annotations 242. By contrast,
an annotation that has been validated is an annotation that
has had its relation with the content feature to which it
applies verified or corrected by a human (e.g., changed
annotations 244 and verified annotations 250).

[0030] Mature annotation classes 248 and immature anno-
tation classes 250 may be identified as such based on a
maturity index “m” determined by annotation culling soft-
ware code 110, executed by hardware processor 104. For
example, the maturity index m for each annotation class may
be expressed as the ratio of the annotations in that class that
have been verified in evaluations 136 to a sum of the
annotations in that class that have been verified, changed,
and rejected based on evaluations 136. That is to say, in one
implementation, for each class of annotations m may be
expressed by Equation 1 as:

verified annotations 242

= Verified annotations 242 + changed annotations 244 +

rejected annotations 241

[0031] Equation 1 will yield a fractional value from zero
(0.0) to one (1.0). The threshold distinguishing mature
annotation classes 248 from immature annotation classes
250 may be set based on any desired criteria. Moreover, the
threshold distinguishing mature annotation classes 248 from
immature annotation classes 250 may vary based on the
content features described by the annotations in the anno-
tation class, such as faces, animated characters, objects,
locations, and activities, for example. In one implementa-
tion, the threshold for annotation classes based on facial
recognition may be determined to be 0.8. That is to say, any
annotation classes based on facial recognition and having
m=0.8 are considered to be mature, while any annotation
classes based on facial recognition and having m<0.8 are
considered to be immature. In some implementations, the
threshold distinguishing mature annotation classes 248 from
immature annotation classes 250 may be based on some
average of the ages of the annotations included in the class,
or the age of the annotation class itself.

[0032] Annotated content database 240 corresponds in
general to annotated content database 140, in FIG. 1. Con-
sequently, annotated content database 140 may share any of
the characteristics attributed to corresponding annotated
content database 240 by the present disclosure, and vice
versa. Thus, although not shown in FIG. 1, annotated content
database 140 may include annotations corresponding
respectively to rejected annotations 241, unverified annota-
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tions 242, changed annotations 244, verified annotations
246, non-validated annotation classes 247, mature annota-
tion classes 248, and immature annotation classes 250.
[0033] The functionality of QC system 100 including
annotation culling software code 110 will be further
described by reference to FIGS. 3A, 3B, and 3C in combi-
nation with FIGS. 1 and 2. FIG. 3A shows flowchart 360A
presenting an exemplary method for use by a system for
performing QC of annotated content, according to one
implementation, while FIG. 3B shows flowchart 360B pre-
senting another implementation of such a method. FIG. 3C
shows flowchart 360C presenting an exemplary method for
use by a system for performing QC of annotated content,
according to yet another implementation, With respect to the
methods outlined in FIGS. 3A, 3B, and 3C, it is noted that
certain details and features have been left out of respective
flowcharts 360A, 3608, and 360C in order not to obscure the
discussion of the inventive features in the present applica-
tion.

[0034] Referring now to FIG. 3A in combination with
FIG. 1, flowchart 360A begins with receiving content set
124a and/or content set 1245 annotated by automated con-
tent classification engine 134 (action 361). Each of content
sets 124a and 1245 may include instantiations of any of a
wide variety of content types, as well as descriptive anno-
tations or tags associated with that content. For example, the
content included in each of automatically annotated content
sets 124a and 1245 may include video or audio-visual
content in the form of multiple episodes of video content
series, multiple movies, multiple video games, multiple
music videos, or multiple commercials.

[0035] As noted above, automated annotation of content
sets 124a and 1245 may be performed as disclosed by U.S.
Pat. No. 10,057,677, titled “Video Asset Classification”,
issued on Aug. 21, 2018, and which is incorporated fully by
reference into the present application. Automatically anno-
tated content sets 124a and 1245 may be received by
annotation culling software code 110, executed by hardware
processor 104 of computing platform 102.

[0036] Flowchart 360 A continues with obtaining evalua-
tions 136 of annotations applied by automated content
classification engine to the received content set 124a and/or
the received content set 1245, where evaluations 136 are
performed by one or more of annotators, such as human
annotator 120 and additional human annotators 122 (action
362). Evaluations 136 by one or more of more of human
annotator 120 and additional human annotators 122 may
result in the annotations applied by automated content
classification engine 134 being classified in annotated con-
tent database 140/240 as rejected annotations 241, unveri-
fied annotations 242, changed annotations 244, or verified
annotations 246. Evaluations 136 by one or more of more of
human annotator 120 and additional human annotators 122
may be obtained by annotation culling software code 110,
executed by hardware processor 104, for example via com-
munication network 108 and network communication links
118.

[0037] The process of automated content annotation and
human evaluation represented by actions 361 and 362 can
proceed in a virtuous circle with automated content classi-
fication engine 134 learning which of its applied annotations
were mislabeled or are incomplete. As noted above, the
information provided in evaluations 136 can be used by the
machine learning model of automated content classification
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engine 134 to improve the accuracy of the annotations
applied to content set 124a, as well as to improve the
performance of automated content classification engine 134
when annotating content set 1245 at a later time. As further
noted above, exemplary implementations of such machine
learning model improvement solutions are provided in U.S.
patent application Ser. No. 15/661,084 titled “Semiauto-
matic Machine Learning Model Improvement and Bench-
marking”, filed on Jul. 27, 2017, and which is also incor-
porated fully by reference into the present application.
Flowchart 360A continues with identifying a sample size of
the received content set 124a and/or the received content set
1245 for QC analysis of the annotations applied by auto-
mated content classification engine 134 (action 363A). As
noted above, the QC process performed by QC system 100
may occur after several, i.e., an integer number, N, iterations
of the virtuous circle of 1) automated annotation of content
set 124a and/or content set 1245 performed by automated
content classification engine 134, 2) evaluations 136 of the
annotations applied to content set 124a and/or content set
1245, performed by annotators, such as human annotator
120 and/or additional human annotators 122, and 3) machine
learning model improvement and benchmarking based on
evaluations 136. The integer value of N sets the substantially
optimal or desirable sample size S for performance of the
QC process by QC system 100. For example, where each of
the N virtuous circles described above involves the auto-
mated annotation of two content sets corresponding to first
and second content sets 124a and 1245, the QC sample size
S=2N. By contrast, where each of the N virtuous circles
described above involves the automated annotation of five
content sets, S=5N, and so forth.

[0038] As also noted above, in some implementations,
hardware processor 104 of computing platform 102 may be
configured to execute annotation content culling software
code 110 to identify the QC sample size, S, of content sets
124a and 1245 by determining the sample size, S, based in
part on the content features described by the annotations
applied by automated content classification engine 134. For
example, the QC sample size, S, identified in action 363A
may depend on whether the content features are faces,
animated characters, objects, locations, or activities recog-
nized by automated content classification engine. In other
implementations, the QC sample size, S, identified in action
363 A may be predetermined.

[0039] Flowchart 360A can conclude with culling the
annotations applied by automated content classification
engine 134 based on evaluations 136 performed by annota-
tors, such as human annotator 120 and/or additional human
annotators 122 when the number of annotated content sets
124a and 1245 equals the sample size, S, identified in action
363 A (action 364A). Culling of the annotations applied by
automated content classification engine 134 may be per-
formed by annotation culling software code 110, executed
by hardware processor 104 of computing platform 102. It is
noted that the culling of annotations applied by automated
content classification engine 134 can be performed using
one or more of the techniques discussed below by reference
to flowcharts 360B and 360C. With respect to flowcharts
360B and 360C, it is further noted that actions 361 and 362
included in those exemplary process flows correspond in
general to actions 361 and 362 in flowchart 360A, and will
not be further described below.
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[0040] Referring to action 363B in FIG. 3B, the method
outlined in flowchart 360B includes identifying as non-
validated annotation classes 247, classes including only
annotations applied by automated content classification
engine 134 that are neither verified nor changed based on
evaluations 136 performed by human annotator 120 and/or
additional human annotators 122. For example, referring to
FIG. 2, action 363B may result in rejected annotations 241
and unverified annotations 242 being identified as non-
validated annotations. Identification of rejected annotations
241 and unverified annotations 242 as non-validated anno-
tations may be performed by annotation culling software
code 110, executed by hardware processor 104.

[0041] Flowchart 360B can conclude with culling the
annotations applied by automated content classification
engine 134 by discarding non-validated annotation classes
247 (action 364B). For example, action 364B may include
discarding non-validated annotation classes 247 that include
only rejected annotations 241 and unverified annotations
242 from annotated content database 140/240. Action 364B
may be performed by annotation culling software code 110,
executed by hardware processor 104.

[0042] It is noted that in some implementations, actions
363B and 364B may follow substantially directly from
actions 361 and 362. However, in other implementations,
actions 363A may precede actions 363B and 364B, and the
culling described in action 364A may be performed through
execution of actions 363B and 364B. That is to say, in some
implementations, before identifying non-validated annota-
tion classes 247, hardware processor 104 may execute
annotation culling software code 110 to determine or oth-
erwise identify a sample size, S, of content sets for auto-
mated QC analysis of the annotations, and initiate culling of
the annotations applied by automated content classification
engine 134, by performing actions 363B and 364B, when the
number of annotated content sets 124a and 1245 equals the
sample size S.

[0043] In addition to actions 363B and 364B, or as an
alternative to those actions, culling of the annotations
applied to content sets 124a and 1245 by automated content
classification engine 134 can be based on the actions out-
lined in flowchart 360C. Referring to action 363C in FIG.
3C, the method outlined in flowchart 360C includes deter-
mining maturity index, m, for each class of annotations
applied by automated content classification engine 134
based on evaluations 136 performed by annotators, such as
human annotator 120 and/or additional human annotators
122. Determination of the maturity index for each class of
annotations applied to content sets 124a and 12454 by
automated content classification engine 134 may be per-
formed by annotation culling software code 110, executed
by hardware processor 104, and may result in identification
of mature annotation classes 248 and immature annotation
classes 250.

[0044] An annotation class is mature when it has been
validated several times, thereby ensuring that its forming
samples are correct. The maturity index m may be deter-
mined based on evaluations 136 as defined above by Equa-
tion 1. For example, and as noted above, mature annotation
classes 248 may include only those annotation classes
having m greater than or equal to 0.8, as determined using
Equation 1. The value of m may be updated on each loop of
the virtuous circle. Multiple loops on the virtuous circle
yield an ever more accurate maturity index.
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[0045] Flowchart 360C can continue with culling the
annotations applied by automated content classification
engine 134 by retaining annotations belonging to classes
having respective maturity indexes exceeding a predeter-
mined threshold (action 364C). For example, where mature
annotation classes 248 are deteanined to have respective
values of m equaling or exceeding the predetermined thresh-
old, e.g., 0.8, in action 363C, action 364C may include
retaining all of mature annotation classes 248 in content
annotation database 140/240. Action 364C may be per-
formed by annotation culling software code 110, executed
by hardware processor 104.

[0046] In addition, in some implementations, once the
maturity index m is calculated for all annotation classes in
content annotation database 140/240, further analysis of
immature annotation classes 250, e.g., annotation classes
with m less than 0.8, can be performed. For instance, FIG.
4 shows diagram 400 depicting a culling process for anno-
tation classes based on their determined maturity, according
to one implementation. It is noted that the culling process
depicted in FIG. 4 corresponds to the method outlined by
flowchart 360C, in FIG. 3C.

[0047] The annotation classes being analyzed in FIG. 4
include mature annotation classes 448 having respective m
values of greater than or equal to 0.8, as well as immature
annotation classes 450 having respective m values of less
than 0.8, where the “Ratio” column indicates the m value of
each annotation class. It is noted that mature annotation
classes 448 and immature annotation classes 450 correspond
respectively in general to mature annotation classes 248 and
immature annotation classes 250, in FIG. 1. Thus, mature
annotation classes 248 and immature annotation classes 250
may share any of the characteristics attributed to respective
mature annotation classes 448 and immature annotation
classes 450 by the present disclosure, and vice versa.

[0048] As noted above, action 364C results in retaining
mature annotation classes 248/448 in content annotation
database 140/240. In some implementations, the method
outlined by flowchart 360C can conclude with action 364C.
However, in other implementations, it may be advantageous
or desirable to further analyze and cull immature annotation
classes 250/450 through performance of optional actions
365, 366, and 367, described below, in order to provide
greater dataset improvements.

[0049] With respect to immature annotation classes 250/
450, flowchart 360C can optionally continue with having
hardware processor 104 execute annotation culling software
code 110 to segregate each immature annotation class 250/
450 into a first group 452a and a second group 4525 using
features from the content classification model (action 365).
In implementations in which content sets 124a and 1245
include audio visual content, such as video for example,
segregation of an immature annotation class 250/450 into
first and second groups 452a and 4525 may be performed by
first transforming the images tagged by the annotations into
numerical vectors. That transformation can be performed by
means of manually engineered feature extractors, or by one
or more neural networks, for instance. Similarity between
two images can be interpreted as the distance between the
numerical vectors representing the images. Annotations
included in immature annotation class 250/450 can be
segregated into first and second groups 452a and 4525 based
on the proximity of their representative vectors.
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[0050] Hardware processor 104 can then optionally
execute annotation culling software code 110 to identify a
percentage of the annotations in the first group that are one
of verified or changed (i.e., validated annotations) based on
evaluations 136 performed by annotators, such as human
annotator 120 and/or additional human annotators 122 (ac-
tion 366). When the percentage of the annotations in first
group 452q that are one of verified or changed based on
evaluations 136 equals or exceeds a predetermined threshold
percentage, flowchart 360C can optionally conclude with
having hardware processor 104 execute annotation culling
software code 110 to discard second group 4525 (action
367).

[0051] According to the example shown by FIG. 4, a
predetermined percentage of 60% is selected as the thresh-
old percentage. It is noted that the predetermined percentage
presently described, e.g., 60%, is a different threshold than
the threshold m distinguishing mature annotation classes
248/448 from immature annotation classes 250/450. How-
ever, in other examples, the predetermined percentage may
be a same value as the threshold m distinguishing mature
annotation classes 248/448 from immature annotation
classes 250/450 (e.g., the predetermined percentage may be
80%, while the threshold m may be 0.8). The annotations
belonging to the immature annotation class “Character H”
are segregated into first group 452a and second group 4525.
It is further noted that first group 452a and second group
452p are distinct from content sets 124a and 12454, although
first group 452a and/or second group 4526 may include
annotations applied to content set 124a and/or content set
1245 by automated content classification engine 134.
Because the percentage of annotations in first group 452a
that have been verified or changed by human annotator 120
and/or additional human annotators 122 (93%) exceeds the
threshold percentage of 60%, second group 4526 of Char-
acter H annotations can be discarded from content annota-
tion database 140/240.

[0052] It is noted that in cases in which the percentage of
the annotations that are one of verified or changed based on
evaluations 136 fails to equal or exceed the predetermined
threshold percentage for both of first group 4524 and second
group 4525, neither group is discarded. In that case, both
groups are retained pending future QC analysis following
one or more additional iterations of the virtuous circle of 1)
automated annotation of content set 1244 and/or content set
1245 performed by automated content classification engine
134, 2) evaluations 136 of the annotations applied to content
set 124a and/or content set 1245, performed by annotators,
such as human annotator 120 and/or additional human
annotators 122, and 3) machine learning model improve-
ment and benchmarking based on evaluations 136.

[0053] It is further noted that in some implementations,
actions 363C and 364C may follow substantially directly
from actions 361 and 362. However, in other implementa-
tions, actions 363A and 364A may precede actions 363C and
364C. That is to say, in some implementations, before
determining the maturity index for each class of the anno-
tations applied by automated content classification engine
134, hardware processor 104 may execute annotation culling
software code to determine or otherwise identify a sample
size, S, of content sets for automated QC analysis of the
annotations, and cull the annotations applied by automated
content classification engine 134 when the number of anno-
tated content sets 124a and 1245 equals the sample size S.
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It is also noted that while in some implementations, actions
363C and 364C may be performed in lieu of actions 363B
and 363B, in other implementations, all of actions 363A,
364A, 363B, 364B, 363C, and 364C may be performed.
Moreover, in any culling process flow including action
363C, optional actions 365, 366, and 367 may be performed.
[0054] Thus, the present application discloses systems and
methods for automating QC of annotated content that over-
come the drawback’s and deficiencies in the conventional
art. From the above description it is manifest that various
techniques can be used for implementing the concepts
described in the present application without departing from
the scope of those concepts. Moreover, while the concepts
have been described with specific reference to certain imple-
mentations, a person of ordinary skill in the art would
recognize that changes can be made in form and detail
without departing from the scope of those concepts. As such,
the described implementations are to be considered in all
respects as illustrative and not restrictive. It should also be
understood that the present application is not limited to the
particular implementations described herein, but many rear-
rangements, modifications, and substitutions are possible
without departing from the scope of the present disclosure.

What is claimed is:

1. A quality control (QC) system for annotated content,
the QC system comprising:

a computing platform including a hardware processor and

a system memotry,

an annotation culling software code stored in the system

memory;

the hardware processor configured to execute the anno-

tation culling software code to:

receive a plurality of content sets annotated by an
automated content classification engine;

obtain evaluations of annotations applied by the auto-
mated content classification engine to the plurality of
content sets;

identify a sample size of the plurality of content sets for
automated QC analysis of the annotations applied by
the automated content classification engine; and

cull the annotations applied by the automated content
classification engine based on the evaluations when
the plurality of annotated content sets equals the
identified sample size.

2. The QC system of claim 1, wherein identifying the
sample size of the plurality of content sets comprises deter-
mining the sample size based in part on content features
described by the annotations applied by the automated
content classification engine.

3. The QC system of claim 2, wherein the content features
are one of faces, animated characters, or objects recognized
by the automated content classification engine.

4. The QC system of claim 2, wherein the content features
are one of locations or activities recognized by the auto-
mated content classification engine.

5. The QC system of claim 1, wherein the sample size of
the plurality of content sets is predetermined.

6. The QC system of claim 1, wherein the hardware
processor is configured to execute the annotation culling
software code to cull the annotations applied by the auto-
mated content classification engine by discarding non-vali-
dated annotation classes that include only annotations that
are neither verified nor changed based on the evaluations.
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7. The QC system of claim 1, wherein the hardware
processor is further configured to execute the annotation
culling software code to:

determine a maturity index for each class of the annota-

tions applied by the automated content classification
engine based on the evaluations, wherein the evalua-
tions are performed by at least one human annotator;
classify each class as a mature class or an immature class,
wherein classes having respective maturity indexes
equal to or exceeding a predetermined threshold are
classified as mature classes and classes having respec-
tive maturity indexes less than the predetermined
threshold are classified as immature classes, and

cull the annotations applied by the automated content

classification engine by retaining the mature classes.
8. The QC system of claim 7, wherein the maturity index
for each class comprises a ratio of the annotations verified
based on the evaluations to a sum of the annotations verified,
changed, and rejected based on the evaluations.
9. The QC system of claim 7, wherein the hardware
processor is further configured to execute the annotation
culling software code to, for each immature class:
segregate the annotations of the each immature class into
a first group and a second group;

identify a percentage of the annotations in the first group
that are one of verified or changed based on the
evaluations; and

when the percentage of the annotations in the first group

that are one of verified or changed based on the
evaluations exceeds a predetermined threshold percent-
age, discard the second group.

10. A quality control (QC) system for annotated content,
the QC system comprising:

a computing platform including a hardware processor and

a system memotry,

an annotation culling software code stored in the system

memory;

the hardware processor configured to execute the anno-

tation culling software code to:

receive a plurality of content sets annotated by an
automated content classification engine;

obtain evaluations of annotations applied by the auto-
mated content classification engine to the plurality of
content sets;

identify as non-validated annotation classes, classes of
annotations applied by the automated content clas-
sification engine that are neither verified nor changed
based on the evaluations; and

cull the annotations applied by the automated content
classification engine by discarding the non-validated
annotation classes.

11. The QC system of claim 10, wherein the hardware
processor is further configured to execute the annotation
culling software code to:

before identifying the non-validated annotation classes,

determine a sample size of the plurality of content sets
for automated QC analysis of the annotations based in
part on content features described by the annotations
applied by the automated content classification engine;
and

cull the annotations applied by the automated content

classification engine when the plurality of annotated
content sets equals the determined sample size.
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12. The QC system of claim 10, wherein the hardware
processor is further configured to execute the annotation
culling software code to:

before identifying the non-validated annotation classes,

identify a predetermined sample size of the plurality of
content sets for automated QC analysis of the annota-
tions; and

cull the annotations applied by the automated content

classification engine when the plurality of annotated
content sets equals the predetermined sample size.

13. The QC system of claim 10, wherein the hardware
processor is further configured to execute the annotation
culling software code to:

determine a maturity index for each class of the annota-

tions applied by the automated content classification
engine based on the evaluations, wherein the evalua-
tions are performed by at least one human annotator;
classify each class as a mature class or an immature class,
wherein classes having respective maturity indexes
equal to or exceeding a predetermined threshold are
classified as mature classes and classes having respec-
tive maturity indexes less than the predetermined
threshold are classified as immature classes, and
cull the annotations applied by the automated content
classification engine by retaining annotations belong-
ing to mature classes.
14. The QC system of claim 13, wherein the maturity
index for each class comprises a ratio of the annotations
verified based on the evaluations to a sum of the annotations
verified, changed, and rejected based on the evaluations.
15. The QC system of claim 13, wherein the hardware
processor is further configured to execute the annotation
culling software code to, for each immature class:
segregate the annotations of the each immature class into
a first group and a second group;

identify a percentage of the annotations in the first group
that are one of verified or changed based on the
evaluations; and

when the percentage of the annotations in the first group

that are one of verified or changed based on the
evaluations exceeds a predetermined threshold percent-
age, discard the second group.

16. A quality control (QC) system for annotated content,
the QC system comprising:

a computing platfoiin including a hardware processor and

a system memotry,

an annotation culling software code stored in the system

memory;

the hardware processor configured to execute the anno-

tation culling software code to:

receive a plurality of content sets annotated by an
automated content classification engine;

obtain evaluations of annotations applied by the auto-
mated content classification engine to the plurality of
content sets;

determine a maturity index for each class of the anno-
tations applied by the automated content classifica-
tion engine based on the evaluations;

classify each class as a mature class or an immature
class wherein classes having respective maturity
indexes equal to or exceeding a predetermined
threshold are classified as mature classes and classes
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having respective maturity indexes less than the
predetermined threshold are classified as immature
classes,; and

cull the annotations applied by the automated content
classification engine by retaining annotations
belonging to mature classes.

17. The QC system of claim 16, wherein the hardware
processor is further configured to execute the annotation
culling software code to:

before determining the maturity index for each class of

the annotations applied by the automated content clas-
sification engine, deteiinine a sample size of the plu-
rality of content sets for automated QC analysis of the
annotations based in part on content features described
by the annotations applied by the automated content
classification engine; and

cull the annotations applied by the automated content

classification engine when the plurality of annotated
content sets equals the determined sample size.

18. The QC system of claim 16, wherein the hardware
processor is further configured to execute the annotation
culling software code to:

before determining the maturity index for each class of

the annotations applied by the automated content clas-
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sification engine, identify a predetermined sample size
of the plurality of content sets for automated QC
analysis of the annotations; and
cull the annotations applied by the automated content
classification engine when the plurality of annotated
content sets equals the predetermined sample size.
19. The QC system of claim 16, wherein the maturity
index for each class comprises a ratio of the annotations
verified based on the evaluations to a sum of the annotations
verified, changed, and rejected based on the evaluations.
20. The QC system of claim 16, wherein the hardware
processor is further configured to execute the annotation
culling software code to, for each immature class:
segregate the annotations of the each immature class into
a first group and a second group;
identify a percentage of the annotations in the first group
that are one of verified or changed based on the
evaluations performed by at least one annotator; and
when the percentage of the annotations in the first group
that are one of verified or changed based on the
evaluations performed by the at least one annotator
exceeds a predetermined threshold percentage, discard
the second group.
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